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Domain-level Zero-shot

• Itʼs a cold-start problem.

• Itʼs may be caused by:

• The domain being newly launched without existing user-item interactions

Ex: A news provider wants to insert some personalized advertisements.

• Usersʼ behaviors being too sensitive to collect for training

Ex: The data has userʼs email history or password
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Knowledge graph
• A semantic network which represent the collections of related entities.

• It uses a graph-structured data model.

• Usually form as entity-relation-entity.

h: head entity,  r: relation,  t: tail entity
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Knowledge graph
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GCN

• For each node, the feature information is from all its neighbors and itself.
• The output of a layer will be treated as the input for the next layer
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GCN
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Method

Transferable interest extractor User Interest 
Reconstructor Domain Adaptation
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Transferable interest extractor
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Transferable interest extractor
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User Interest Reconstructor
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User Interest Reconstructor
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Domain Adaptation

𝑣 𝑣
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Method

• Loss function: BPR (Bayesian Personalized Ranking from Implicit Feedback)
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Experiment

• Dataset
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Experiment

• Daselines
• Random: lower bound
• Oracle: upper bound（BPR）
• NLP-based
• KGE-based: transE
• GCN-based: KGCN
• Tiger(UserAsEmb): directly uses the ID-embedding to represent users

• Evaluation
• Hit Ratio(H@K)
• Normalization Discounted Cumulative Gain(N@K)
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Experiment

N: number of GCN layer

C: number of discarded layer
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Experiment

D4U: use z#𝑣 or z∗𝑣 to 
reconstruct the user interest 
in Eq. (7)

D4I: use z#𝑣 or z∗𝑣 to present 
the item in Eq. (8)
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Experiment
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Conclusion

• They propose a solution “Tiger”, which project and fuse usersʼ 

universal preferences into a common interest graph bridging different 

domainsʼ collaborative behaviors. 

• Develop better entity linking tools make more datasets can be linked 

to the interest graph, and perform interest graph pre-training to 

further shrink the gap between Tigerʼs and the oracle modelʼs 

performance.
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